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Abstract—While current meeting tools are able to capture key analytics from both text and voice
(e.g., meeting summarization), they do not often capture important types of conversations (e.g.,
a heated discussion resulting in a conflict being resolved). We developed a framework that not
only analyzes text and voice, but also quantifies fundamental types of conversations. Upon
analyzing 72 hours of conversations from 85 real-world virtual meetings together with their 256
self-reported meeting success scores, we found that our quantification of types of conversations
(e.g., social support, conflict resolution) was more predictive of meeting success than traditional
voice and text analytics. These new techniques will be essential to uncover patterns in online

meetings that might otherwise go unnoticed.

B THE INTRODUCTION Data analytics might
help participants run their meetings more effi-
ciently through accurate and real-time feedback
on logistics, attendees, and environment [2, 7].
Simply put, meeting analytics partly suggest what
is working, and what is not.
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Current meeting tools offer useful insights
through audiovisual or textual support. For exam-
ple, a speech-based agent marks important ‘items’
in the spoken dialogue, while tools like ChAT
identify topics or persons of interests within
multi-party conversations [9]. While such tools
often rely on textual or audiovisual analyses,
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they do not capture all the aspects characteriz-
ing successful meetings. Consider, for example,
a virtual meeting during which the host only
enables the camera feed. In such a setting, while
audio may convey, to a great extent, the sentiment
and the prosody of the spoken words, the lack
of physical presence and interaction makes it
difficult to capture types of social interactions
(e.g., a conversation full of support); a situation
that many might have experienced during the
COVID-19 pandemic. As more meetings are held
in virtual rooms whose content can be recorded,
we are faced with an unprecedented opportunity
to automatically analyze their characteristics, and
understand their language’s nuances. To this end,
we made three main contributions:

e We collected 72 hours of meeting conver-
sations from 85 real-world virtual meetings,
held on Cisco’s WebEx in a corporate setting.
Additionally, we collected 256 self-reported
meeting success scores, which we used as
the ground truth in our predictive models.
(§DATASET).

e Using our dataset, we developed metrics based
on the literature (SMETHODOLOGY), which
capture textual and verbal analytics, and types
of social interactions expressed in the spo-
ken dialogue. We built a model that predicts
a meeting’s success upon these metrics, and
found that the quantification of types of social
interaction was more predictive than verbal and
textual analytics (§SRESULTS).

e We discuss potential uses of this new set of
analytics in current and future tools for moni-
toring and improving productivity in any orga-
nizations, such as predicting and enhancing on-
line meeting experience (§DISCUSSION AND
CONCLUSION).

RELATED WORK

Meeting analytics is key to productivity; in a
sense, it provides a way to reflect and, ultimately,
is a tool for improving meetings and running them
more effectively. Previous research on meeting
analytics focused on audiovisual analyses; exam-
ples include: generating speaker-annotated meet-
ing transcripts [21]; identifying dominance and
monitoring meeting participants’ interactions [5];
detecting action items [15]; and, analyzing senti-

ment (or arguments) [19]. More recently, sensors
that capture body postures and gestures were
also used for quantifying human dynamics in
meetings [4].

Most of this analytics automatically quantify
human dynamics through metrics that range from
visual (e.g., head movements) to physical (e.g.,
heart rate) to verbal (e.g., speech speed). How-
ever, previous studies fall short in understanding
the relationship of those metrics with partici-
pants’ meetings experience; contrary to previous
research, our study correlates meeting metrics
with participants’ self-reported experience. Ad-
ditionally, most of prior work relies on audio
transcripts, and often overlooks communication
nuances, which might reveal subtle social rela-
tionships [10], or key emotional expressions [8]
that might be associated with meeting success.

DATASET

Using a Cisco’s WebEx companion plat-
form [2], we collected data from 85 virtual cor-
porate meetings, approved by the HR department
of authors’ institutions. In total, these meetings
lasted 4373 minutes with a median of 3 people
participating in each meeting (| ). The dataset is
comprised of a diverse range of meetings with
varying duration (k ), hours of day (lu), days
of week (1ul), and days of month (.&/). Meetings
lasted for about 49 minutes on average, and all
of them were conducted during business hours
(8am to 6pm, Mon-Fri). The companion platform
allowed participants to earmark key moments
with a mobile app. These moments were then
converted into one minute long audio chunks,
which the meeting participants could playback in
retrospect to get a quick audio summary of the
meeting. The companion platform also allowed us
to obtain self-reported measures that refer to the
participants’ meeting experience. More specifi-
cally, at the end of each meeting, the participants
were prompted to answer two questions: one
captured @Qpsychological» Which is the extent to
which [a participant] felt listened or motivated
to be involved, and the other captured Qczecutions
which is the extent to which [a participant] felt
that the meeting had a clear purpose and structure.
The two questions were answered on a 1-7 Likert-
scale, with 7 indicating greater extent. These
two questions resulted from an extensive large-
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scale crowdsourcing study that determined the
key predictors of a meeting’s psychological expe-
rience [7], and are generalizable and independent
from the specific analytics under study here.

Each meeting in the dataset was stored as a set
of one-minute audio chunks of the earmarked mo-
ments, and the participant’s self reported answers.
We transcribed the earmarked audio chunks using
the state-of-the-art Google’s API Speech-to-Text
service'; each meeting’s transcript was used in
our textual analyses, while a meeting’s audio
was used in our audio analyses. In total, all the
85 meetings contained 1007 earmarked moments,
and 256 answers to the two questions.

METHODOLOGY

Using our collected dataset, we designed
five metrics based on the literature that capture
both verbal analytics (state-of-the-art) and types
of social interactions (our proposal). Verbal
analytics metrics are denoted with (V). To allow
for experimental comparison, we developed
two additional state-of-the-art metrics based on
textual analyses, which are denoted with (T).

(A) State-of-the-art meeting analytics

1. Content (T). Following prior work [16], we
consider a bag-of-words model that quantifies
the frequencies of the most frequent uni-grams
and bi-grams used in the meeting transcripts.
To reduce sparsity, we counted the uni-grams
and bi-grams that occur 5 times or more in the
training set.

2. Sentiment (T). We applied sentiment analysis
to capture the spectrum of sentiment expressed
throughout the meeting. We applied both VADER
(rule-based) [13] and FLARE (based on deep-
learning) [1] to the meeting transcripts.

3. Sentiment (V). Verbal sentiment has been
linked with people’s perception of a meeting’s
experience [16]. We wused a deep-learning
speech-based sentiment classifier [12] to extract
verbal sentiment for each meeting. The classifier
was trained on an audio dataset annotated with
eight emotions: neutral, calm, happy, sad, angry,
fearful, surprise, and disgust.

!'Speech-to-Text API: https://cloud.google.com/speech-to-text.
It has been found that Google has superior performance on speech
recognition compared to other platforms and tools [14].
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4. Emotions from Pitch and Energy (V).
In verbal communication, the pitch expresses
emotional and paralinguistic information; it
conveys emphasis, contrast, and intonation.
Prior studies [8] have shown that prosodic
features (e.g., pitch and energy) provide a
reliable indication of the emotional status of
conversational interactions. For example, the
arousal state of a speaker (high activation versus
low activation) affects the overall energy, and
the energy distribution across the frequency
spectrum [20]. To capture pitch and energy
intensity patterns, for each meeting, we extracted
the mean, the median, the standard deviation,
the maximum, the minimum, and the range
(max-min) of both the fundamental frequency
and the energy. We also calculated the ratio of
the up-slope to that of the down-slope of the
pitch contour, which captures the fraction of
high pitched voice regions.

5. Emotions from Speech rate (V). The arousal
state of a speaker has been found to affect the
frequency and duration of pauses. For example,
an unusually high speaking rate has been linked
to altered emotional states [17]. To capture
speech rate, we used: i) the number of syllables
per duration, ii) the number of syllables per
phonation time, and iii) the ratio of duration of
voiced and unvoiced regions.

6. Emotions from Prosody (V). In addition
to time-dependent acoustic features (e.g., pitch,
energy, and speech rate), spectral features are
often selected as a short-time representation
for speech signal. It is known that, during
meetings, happy utterances have higher energy
at high frequency range, while sad utterances
have lower energy at the same frequency
range [18]. For each meeting we computed the
mel-frequency cepstrum (MFC) as it is a widely
used representation of such short-term sound
power spectrums [18].

(B) Our proposal: types of social interaction.
Prior studies [6, 10] showed that there are
ten dimensions that capture, to a great extent,
the type of social interactions in a wide variety
of communication types in the workplace (e.g.,
email exchange). These dimensions were iden-
tified to be widely used ways of categorizing
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relationships. They were found so based on an
extensive review of decades’ worth of findings in
sociology and social psychology [10].

These dimensions [6] include: knowledge (ex-
change of ideas or information; learning, teach-
ing), power (having power over the behavior and
outcomes of another), status (conferring status,
appreciation, gratitude, or admiration upon an-
other), trust (will of relying on the actions or
judgments of another), support (giving emotional
or practical aid and companionship), romance
(intimacy among people with a sentimental or
sexual relationship), similarity (shared interests,
motivations or outlooks), identity (shared sense
of belonging to the same community or group),
fun (experiencing leisure, laughter, and joy), and
conflict (diverging views, and conflict resolution).

Although these categories are not meant to
cover exhaustively all possible social experiences,
Deri et al. [10] provided empirical evidence that
most people are able to characterize the nature
of their relationships using these ten concepts
only. Through a crowdsourcing experiment,
they asked people to spell out keywords that
described their social connections, and found that
all of them fitted into the ten dimensions. We
developed deep-learning classifiers to derive the
ten social relationships from the conversational
exchanges [6], and adopted such classifiers
to quantify the types of social interactions
within each meeting. We excluded the social
dimension of romance as one expects, it was not
substantially present in our meeting data.

While our metrics are all grounded in past
work, they might not be exhaustive as they could
be influenced by the diversity of meetings, or even
cultures. To then evaluate our metrics, we set out
to test the extent to which they are predictive of
self-reported meeting success.

Self-reported meeting success score

To that end, we defined a “success” score
from our participants’ self-reports. We used this
score as the outcome variable in our analyses,
which has been previously validated in a large-
scale crowdsourcing study [7]. In that previous
study, a 28-item questionnaire was administered
to 363 individuals whose answers were statis-
tically analyzed through Principal Component
Analysis (PCA). The analysis showed that two
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Figure 1: Evaluation (AUC) of our models trained
on textual analytics (orange), verbal analytics
(green), and types of social interaction (blue).

factors were sufficient to mostly capture whether
a meeting is successful or not: (a) the extent to
which participants felt listened during the meeting
or motivated to be involved (Qpsychoiogicat), and
(b) the extent to which the meeting had a clear
purpose and structure (Qczecution). TO this end,
we obtained the loading factors of the first two
components related to the two questions. Using
these loading factors and the self-reports, we then
computed an aggregated score of each attendee
as: success = (0.759 - Qpsychotogicar) + (0.673 -
Qecxecution)- We binarized each success score
using the median computed across all meetings’
scores, and assigned them to positive and neg-
ative classes (i.e., categorizing all meetings into
“successful” and “unsuccessful”).

RESULTS

To test the predictive power of our metrics,
we developed classifiers to predict a meeting’s
success. We deployed a Logistic Regression
(LR), a Support Vector Machine (SVM), a
Random Forest (RF), a XGBoost, and an
AdaBoost classifier. We chose these classifiers
as they represent a wide range of linear and
non-linear  classification algorithms. These
algorithms are also proven to be robust and
perform well across datasets and applications.
The best performing model was AdaBoost, which
is an ensemble learning method (also known
as “meta-learning”). AdaBoost uses an iterative
approach to learn from the misclassifications of
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Figure 2: Distributions of types of social interac-
tion expressed in our meetings.

weak classifiers, and builds a strong classifier
by combining multiple weak classifiers; for
brevity, we report only its results. We measured
performance using a standard classification
metric, that is, the area under curve (AUC), and
employed a leave-one-out cross-validation. We
report the averaged AUC across all folds.

General Evaluation. Figure 1 reports the AUC
of our models trained on different combinations
of our metrics.

e By inspecting each individual metric indepen-
dently, we found that “types of social inter-
action” achieved the highest AUC of 76%,
whereas the textual sentiment (T) metric,
yielded the lowest AUC score of 56%. This
is largely because most of the meeting tran-
scripts do not contain explicit expressions of
emotions.

e When comparing across three types of an-
alytics (i.e., textual, verbal, and social), we
found that the model trained on types of social
interactions performed the best, achieving an
AUC of 76%; followed by the model trained
on verbal analytics, and the model trained on
textual analytics. The model trained on verbal
analytics (all (V) in Figure 1 that incorporates
prosody, speech rate, pitch and energy, and
verbal sentiment) achieved a relatively good
result, obtaining an AUC of 74%. The model
based on all the textual analytics (all (T) in
Figure 1) performed the worst over all, yet it
achieved an AUC as high as 70%.

e By combining all textual, verbal and social
analytics (All in Figure 1), the best performing
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Figure 3: Feature importance (absolute value) of
the AdaBoost model trained based on each type
of social interaction.

model achieved an AUC of 80%, demonstrat-
ing that these analytics are complementary to
each other.

Analysis of Types of Social Interaction. As
types of social interaction were found to be most
predictive of meeting success, we then set out
to determine which dimensions tend to be more
predictive.

First, we inspected the distributions of those
types of social interaction across all meetings
(Figure 2). As one expects, meeting participants
mostly exchange knowledge, with expressions of
shared interests (similarity), and a sense of be-
longing to the same group (identity).

Secondly, we inspected the feature impor-
tance of the best performing AdaBoost model
trained on types of social interactions (Figure 3),
and this allowed us to understand which types
(positively or negatively) contribute the most
to the prediction accuracy. The classifier might
capture non-linear relationships among the types
of interaction. We found that conflict, support,
and status were the most predictive types. Con-
flict reveals contrast or diverging views within
the meeting, and, eventually, conflict resolution;
support provides emotional or practical aid and
companionship; and status confers status, appre-
ciation, gratitude, or admiration upon another.
Examples of such social interactions that led to
meeting success can be found in Table 1. For
example, it is not surprising that meetings that
provide support and status updates would lead
to a better experience (e.g., “/...] very interested
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Table 1: Examples excerpts extracted from meeting transcripts, illustrating the use of language in the
types of social interaction. Names appearing in the original dialogues were paraphrased, and quotes
in boldface indicate language markers concerning corresponding interaction types.

Dimension

Examples

Conflict (contrast, diverging
views, conflict resolution)

Support (giving emotional
or practical aid and companionship)

Status (appreciation
, gratitude, admiration)

Identity (shared sense
of belonging)

Similarity (shared interests,
motivations or outlooks)

Trust (will of relying on
the actions of another)

Power (having power
over the behavior of another)

Knowledge (exchange of ideas
learning or teaching)

Fun (experiening leisure,
laughter or joy)

“Yeah, it’s a problem. I think that’s like /...] I don’t know. But, let me explain. If you go on Instagram, you push that
little heart button, and it starts floating up stuff. That’s equivalent when you first get your phone. It’s annoying, you know
the vibration that most people turn off over time, right? /...] they [users] didn’t have faith in the buttons being pushed,
and over time, you know, maybe then you see the visual feedback. You are right, it must be that way.”

“Human decisions about driver-less or autonomous cars is a very depressing topic. /...] The team, though, is very interested
to hear about these experiments. Welcome everyone.” “Thank you for the intro, and thank you for inviting me here.
Can I start, right? Yeah, I'm going to talk about the moral machine experiment and a couple of /...]” “What about the
experiments, and the follow-up work with these amazing collaborators?.”

“If you have any interesting projects, topics, or ideas that you want to present, please don’t hesitate /.../, just get in touch.”
“Exactly. Thank you Daniel, and thank you everyone for participating. See you soon to our next seminar series. Thank
you. Thank you for joining us today. Thank you. Thanks for participating”

“I mean, but it’s certainly one thing that people find interesting to talk about, and they feel that they have something
to share. I think it’s an important thing. Is that supposed to provide people with the opportunity to give an opinion no
matter how crazy or biased they are /...J, but if they could give that opinion.”

“From your anecdotal example, it shows one amazing way that artificial intelligence is used in healthcare. So I think
this example is interesting for a couple of reasons. Firstly I think it really well illustrates the potential benefits we could
have for medical AL It also illustrates some of the high-stakes ethical decision-making that these kind of systems would
end up being involved in.”

“I don’t know, if you guys have any comment on that.” “Just one suggestion. Also, I would like to have some project
updates. There is a lot of fuzziness around what the project entails, and we have not registered yet. But we don’t know
what the customer wants to. We will figure it out, though.”

“These people tend to have the grace of God.”
“[...] because of the way that our economy declines, we can now identify specific cultural dimensions.”

“Let me start with an example. /...] you have a typical prediction problem, and that is going to be used in a life-changing
decision. /...]” “In the final part of the system, we will demonstrate how analog processing works /...]. Any thoughts?”

“ So, you guys here these sounds? /...] Not really in my side. /...] Oh, yeah. It’s like bird sounds. I cannot here hear
you on the bridge [referring to WebEx], but I hear voices like birds. It’s so funny.”

to hear about these experiments”). Contrary to
conventional wisdom, we observed that conflict
contributed positively to meeting success. This is
partly explained by language exchanges that were
mostly constructive, resulting in the definition of
common goals or concrete action points (e.g.,
“[...] But, let me explain. [...] You are right, it
must be that way”.

Overall, these results show that these types
of social interaction are instrumental elements in
a meeting, and their presence or absence greatly
matters for meeting success.

DISCUSSION AND CONCLUSION
While meeting tools translate, to a great ex-
tent, key aspects into analytics, we showed that
there exist types of interactions in conversations
that host important information linked to a meet-
ing’s success. If captured, these types of social
interaction could potentially enrich meeting ana-
lytics, both in real-time and post-meeting. Our re-
sults reaffirmed previous findings [18] according
to which verbal features (e.g., prosody and pitch)
were found to complement textual sentiment and
vocabulary ones. Interestingly, we found that
types of interaction (e.g., conflict and support)
were more predictive of meeting success than

verbal features. In addition, both features were
complementary to each other, and a combination
of both was more predictive than what they were
individually.

Our work has both theoretical and practi-
cal contributions. From a theoretical point of
view, the types of social interactions used in
our work could be theorized in the context of
meetings, and widely adopted in Organizational
and Management research. For example, these
types of interaction could be linked to the concept
of psychological safety. As Edmondson stated,
psychological safety refers to “the absence of
interpersonal fear that allows people to speak up
with work-relevant content” [11]. As these types
of social interaction greatly matter in meetings,
if captured, it could help teams create safe en-
vironments for sharing and contribution. From
a practical standpoint, our models could be de-
ployed and integrated with any communication
tool that provides voice recordings. MeetCues [2]
is an example of such a tool: it allows participants
to engage during a meeting, and reflect on their
experience through visual and interactive features.

This work has limitations that call for future
research efforts. First, our dataset draws mainly
from business meetings, thus our findings might
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not generalize to other types of meetings. Sec-
ondly, we adopted audio as our main source to
extract analytics. However, other aspects derived
from facial expressions or body languages might
be able to capture more nuanced emotions from
meeting participants and about meeting struc-
tures (e.g., key turning points in a meeting).
Finally, our types of social interaction capture
the most frequent dynamics of interpersonal ex-
change in general settings, which are not specific
to meetings. Tailoring those social interactions
to the meeting context might boost the model
performance, pushing it even further beyond our
model’s fairly high AUC of 76%.

Our work shed light on the importance of
quantifying social interaction at scale. By mon-
itoring the types of social interaction in any
communication channel within an organization
(e.g., company or university), we can measure
the organizational productivity, and proactively
take actions for improvements. For example, our
analytics can be integrated as a plug-in for mon-
itoring and improving online conference/meeting
applications (e.g., Zoom). While this approach
promises to improve organizational productivity,
it also raises questions relating to workplace
surveillance. It is often regarded that organi-
zations and surveillance go hand in hand [3].
On a very pragmatic level, there is a handful
of reasons as to why organizations opt in for
employees’ surveillance (e.g. maintaining produc-
tivity, monitoring resources used, protecting the
organization from legal liabilities). The critics,
however, rightly argue that there is a fine line
between what organizations could be monitoring
and what they should be monitoring. If crossed, it
will have consequences on employees, affecting
their well-being, work culture, and productivity.
If future meetings tools incorporate any kind of
employees’ monitoring, they need to ensure that
is done in a way that preserves an individual’s
rights, including that of privacy.
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