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As Artificial Intelligence (AI) becomes ubiquitous, the need for Explainable AI (XAI) has become critical for transparency and trust
among users. A significant challenge in XAI is catering to diverse users, such as data scientists, domain experts, and end-users. Recent
research has started to investigate how users’ characteristics impact interactions with and user experience of explanations, with a
view to personalizing XAI. However, are we heading down a rabbit hole by focusing on unimportant details? Our research aimed to
investigate how user characteristics are related to using, understanding, and trusting an AI system that provides explanations. Our
empirical study with 149 participants who interacted with an XAI system that flagged inappropriate comments showed that very
few user characteristics mattered; only age and the personality trait openness influenced actual understanding. Our work provides
evidence to reorient user-focused XAI research and question the pursuit of personalized XAI based on fine-grained user characteristics.
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1 INTRODUCTION

Artificial Intelligence (AI) applications are increasingly becoming ubiquitous [1], from identifying spam emails to
determining eligibility for loans to generating language. With the rapid advancements of AI and the seamless integration
into people’s lives, the need for Explainable AI (XAI) has become critical to foster transparency and trust [28]. This
need for transparency and trust is more than evident not least because of the potential repercussions of automated
decisions on people’s lives and the increasing regulatory oversight of AI systems [3, 37, 75].

To respond to this need, the field of XAI has made substantial progress in developing methods for providing
explanations, such as global and local explanations for AI models [51, 65]. Global explanations offer an overview of
the model’s functioning, whereas local explanations delve into how specific predictions were generated for individual
instances. Explanations in AI systems can assist end users in constructing accurate mental models of AI systems, thereby
enhancing both their understanding and the degree of trust attributed to these systems [42, 50]. These methods have
enhanced users’ comprehension of AI systems by ‘opening up’ their black-box inner workings [28].
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At the same time, there is growing evidence suggesting that a user’s characteristics may have an impact on how
explanations are received [21, 33, 72]. A user’s characteristics typically consist of a broad range of attributes, including
but not limited to age, gender, personality, and experience. The influence of user characteristics has been studied in
other fields, for example, personality has been extensively studied in the context of recommender systems [17, 78, 79]
and Human-Robot Interaction [12, 13]. Information retrieval research has revealed that previous experience impacts
search behavior [52, 63, 70, 81, 82]. Specific to XAI, gender and educational background have been found to affect
the types of explanations that participants preferred as well as their trust [64]. Personality traits have been found to
impact the interaction with explanations [56, 57]. This has provided some impetus to work that aims to employ users’
characteristics to personalize XAI and tailor the design and presentation of explanations to users [11].

While these works provide some evidence about a potential link between user characteristics and AI explanations,
our understanding remains limited. Therefore, we set out to test whether user characteristics are associated with user
engagement with explanations, the understanding of these explanations, and the degree of trust users attribute to AI
systems. In so doing, we developed an interactive AI system that provides local explanations for flagging inappropriate
comments, and formulated four Research Questions (RQs):

RQ1: How do user characteristics relate to user engagement in finding misclassifications?
RQ2: How do user characteristics relate to the perceived understanding of explanations?
RQ3: How do user characteristics relate to the actual understanding of explanations?
RQ4: How do user characteristics relate to the degree of trust users attribute to an AI system?

In addressing these questions, we make three main contributions:

• We provide a prototype that provides local explanations in the task of flagging inappropriate comments (section
3.1), which we release open-source. The prototype guides participants through the user study and logs users’
interactions. We utilized a pre-existing multi-class classifier named Detoxify [30] with our prototype, where we
generated explanations for each comment. Participants interacted and provided feedback on the explanations
provided using the prototype.

• We advance the methodology of investigating user characteristics in XAI. We conducted a large-scale study by
engaging 149 participants recruited from Prolific (section 3.3). We utilized our prototype to investigate the effect
users’ characteristics - specifically age, gender, previous experience, and the Big 5 personality traits - have on
outcome measures, such as participants’ engagement, trust, and perceived and actual understanding of the XAI
system.

• We show empirical evidence that very few user characteristics are related to our outcomemeasures of engagement,
trust, and understanding. Only age and the personality trait openness were associated with actual understanding
(section 4).

In light of these results, we argue to reorient user-focused XAI research in pursuit of personalized XAI based on
fine-grained user characteristics (section 5).

2 RELATEDWORK

2.1 Transparency, Understanding, and Explanations

Many AI systems are difficult to understand as they typically are ‘black-box models’ [2]. The need for transparent
AI systems has become increasingly recognized [3] in the context of responsible AI systems where explanations are
commonly employed to increase the transparency of AI systems. It has been suggested that explanations help to evaluate
Manuscript submitted to ACM
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if an AI system meets fairness, privacy, reliability, causality, and trust which can help to expose potential issues in
an AI system during development before being deployed to the end-user [19]. Explanations can also help end-users
understand how the underlying AI model works [42, 50], leading to higher user satisfaction and better-calibrated
reliance on AI systems [14, 20], reducing the potential of algorithm aversion [15], obtaining better feedback and input
to an AI system [39] and increasing trust [3, 24, 62].

Explanations are designed to help the user understand how the AI model behaves, by providing context on how and
why a specific decision was made (local explanation) or by explaining how the model works (global explanation) [18, 23,
28, 47]. Explanations frequently target users’ mental models [42, 60] which are an individual’s internal representation
or model of how a system works, which gets updated every time the person interacts with an AI system. Mental models
assist individuals in understanding, explaining, and predicting events and determining appropriate actions. Lack of
transparency does not prevent users from building a mental model, although it can lead to an inaccurate mental model
being built. When providing explanations, it has been suggested that they need to cover a set of ‘intelligibility types’
[43, 49] which flesh out the user’s mental model, addressingWhy (why did the AI system do X?),Why not (why did the
AI system not do Y?), What if (what would the AI system do if Z happens?), How (how does the AI system do Y?), and
What (what did the AI system do?).

Two of the most popular explanation approaches, addressing the Why aspect of explanations, include SHapley
Additive exPlanations (SHAP) [51] and Local Interpretable Model-Agnostic Explanations (LIME) [65]. Both approaches
are model-agnostic approaches, allowing them to work for any model. SHAP explanations provide a local and global
explanation of the given model. SHAP is an extension of Shapley Values [67], a solution from cooperative game theory.
SHAP explanations are more complex and thus more difficult to understand than LIME explanations; many applications
using SHAP are targeted at AI experts. Instead, LIME provides a local explanation of the given model by showing the
most important features used in making the decision; they have shown good usability and interpretability for a range
of users.

When developing explanations, there is no “one-fits-all approach” [28, 48]. Previous research has indicated that
current XAI systems are often designed based on the researcher’s or designer’s subjective perception of what constitutes
a ‘good’ explanation rather than being tailored to the needs of the end-user [58, 59]. Instead, explanations should be
developed based on the needs of the users and the purpose of the explanation through a human-centered approach,
being specific to ‘who’ the explanation will be seen by and ‘why’ they require the explanation [22]. Consequently, a
number of research efforts have tried to uncover user characteristics that matter in interacting with explanations, with
a view to personalizing explanations to a specific user.

2.2 User Characteristics and Personalization

User characteristics have frequently been used to personalize experiences, interactions, or recommendations. A new
direction is to use the same principle of personalization for XAI, in which the design and presentation of explanations
are tailored to users [11].

A user can have many different user characteristics, such as age, gender, previous experience, and personality. We
present an overview of how these user characteristics have been employed in research towards personalization. It has
been found that gender can influence the perception and experience of using recommender systems [38]. Gender and
educational background have also been found to affect the types of explanations that participants preferred as well as
their trust [64]. However, it has also been cautioned that gender might not be as important as previously thought and
requires more research to confirm any effect [80]. A common user characteristic that is captured during research studies
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is age. Although not proven to be significant, age has been considered in the willingness to accept advice [33]. Previous
experience has been found to influence search behavior for information [52, 63, 70, 81, 82], how interactions occur with
recommendations in a recommender system [9] and also preferences for the presentation format of explanations and
understanding of explanations [74]. However, other research has revealed no bearing of previous experience with AI
and with interaction with an XAI system [45].

Personality has recently emerged as an area of focus for research in personalizing AI or XAI. In recommender systems,
personality has been used to suggest appropriate items where there is little information about a user or an item to give
meaningful recommendations [46, 77, 79]. In addition, personality has also been used in Human-Robot Interaction (HRI)
research to improve users’ perception and interactions with robots [12, 13]. This includes looking at the role personality
plays in AI anxiety [36] and how personality can affect perception and trust in recommender systems recommendations
[9]. Little research has been conducted to investigate how personality affects XAI but personality traits have been found
to impact the interaction with explanations [11, 56, 57].

2.3 Research Gap

Previous research has indicated that user characteristics might impact various aspects of system use. Considering
the growing importance of AI systems and the imperative to provide explanations, there have been attempts to
investigate how user characteristics influence users’ perception and understanding of such explanations. However, our
understanding of whether and how different user characteristics are associated with the effectiveness of AI explanations
remains limited. Therefore, investigating this can potentially improve explanation design and lead to the creation of
personalized explanations.

3 METHODS

To investigate our research questions, we ran an empirical, online study in which 149 participants interacted with
an AI prototype that classified Internet comments as ‘toxic’ or ‘non-toxic’ for flagging inappropriate comments for
humans to check. This is a commonplace task, similar to other binary classification systems such as spam filters,
where human-in-the-loop input is beneficial. The interface offered explanations and the ability to make suggestions as
to how to improve the system, inspired by the explanatory debugging approach [39]. We collected the participants’
characteristics as well as prototype usage information, understanding and trust for statistical analyses.

3.1 Prototype

3.1.1 The Dataset. We decided to use a hate speech dataset, Jigsaw [10], for our study. This dataset is freely available
and several open-source pre-trained models have been developed on this dataset. In addition, the dataset does not
require prior knowledge or domain specialization in a particular field so is ideally suited for user studies with lay people.

It contains 220,000 Wikipedia talk page edit comments over one year, which have been labeled by human raters
for toxic behavior in six categories. These categories included toxic, severe toxic, obscene, threat, insult, and identity

hate. For our study, we filtered out comments with high (>0.75) obscene or identity hate scores in order to mitigate
harm to our participants. With the filtered toxic/non-toxic Jigsaw test dataset, we randomly sampled 200 comments
while keeping an equal class distribution between toxic and non-toxic comments, using the Python library Pandas
built-in function. Further, we removed any comments that were too short (if the comment was less than three words),
not understandable (if the comment is written in a language other than English or containing numerous misspellings,
Manuscript submitted to ACM
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Table 1. Top 10 most important words for the comment “Ah, the wonders of political correctness. Bastard, a perfectly good word for
centuries, is no longer to be used. Where do you suppose it will end?”

Word Weight Label

Bastard .829 Toxic
perfectly .030 Toxic
the .021 Non-toxic
Where .020 Toxic
good .016 Non-toxic
Ah .013 Non-toxic
political .012 Non-toxic
is .011 Non-toxic
centuries .008 Non-toxic
used .002 Toxic

rendering the comment illegible), or inappropriate (if the comment fell into removed categories through a manual
review to satisfy ethics requirements). This resulted in 100 comments which were shown to the study participants.

3.1.2 The AI model. We employed a pre-existing AI classifier named Detoxify [30]. This model is a multi-class classifier
and was trained on the Jigsaw training dataset using a BERT base model (uncased) transformer from Hugging Face [16].
During each training step, a batch size of 10 was utilized. For each input, the data was tokenized using the Bert tokenizer.
A binary cross-entropy loss function was used to optimize the model between each step. We selected this model as it was
open-source and pre-trained, allowing us to quickly implement the model in our prototype and develop explanations.
The model achieved an AUC score of 98 [30]; thus, it still produces misclassification to engage our participants. Our
research focus concentrated on reactions to explanations instead of model accuracy; this also influenced our choice of
using a state-of-the-art classifier to minimize the impact of lower model accuracy on measures under investigation,
such as trust.

3.1.3 Explanations. We decided to use Local Interpretable Model-Agnostic Explanations (LIME) [65] to explain our
model. This is an approach that has been frequently employed to explain deep learning models such as the one we
employed in our study.

To generate our explanations, we used the Python implementation of LIME [66]. The LimeTextExplainer was used to
explain our predictions for each comment in our testing dataset. The LIME explanation generated a list of the top 10
most important words and their weights for each comment, which were stored in the prototype. Table 1 provides an
example of the LIME output for the top 10 most significant words generated by Lime. The higher the word weight,
the more significant the word was to the prediction. These explanations were saved in a JSON file to be used in our
prototype.

3.1.4 Interface. Inspired by work on explanatory debugging [39, 41, 44, 71], we decided to develop an interface that
might be used in a task to review automatically flagged comments (Figure 1).

The interface is comprised of a list of comments to check (Component A), and its predicted class. Based on the user’s
selection, the comment text is displayed next to it (Component B), with the top 10 most important words highlighted
in the comment, color-coded according to class. Underneath the comment text, it is displayed a bar chart to visualize
the weight each important word had on the prediction. To the right of the comment text, we showed the predicted class

Manuscript submitted to ACM
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B

A
C

E

D

Fig. 1. The prototype interface. (A) A list of all the comments to be assessed. (B) The selected comment and a bar chart representing
the top 10 most important words in the selected comment are sorted in descending order. (C) Ability to add new important words
that are not already highlighted. (D) A summary of the AI system’s prediction for the selected comment and the ability to change the
predicted label. (E) A list of the top 10 most important words in the selected comment. For each important word, the user can change
the label (which label, Toxic/Non-toxic, is most associated with the word) and the word importance (how important the word is in the
prediction).

and the Detoxify model prediction confidence. The user is able to agree with this class prediction or assign a different
label (Component D). To provide additional feedback to the system, the user is able to add new words not highlighted
in the comment (Component C), or adjust the weight and class of words in the comment (Component E). The user
can reset any changes made, or mark the comment as checked. Comments were presented in the same order to all
participants. Given the purpose of the study was to investigate whether any user characteristics are associated with
users’ perception and understanding of explanations, this choice allowed us to eliminate any confounding factors that
might have been introduced by varying the order of the comments.

3.1.5 Prototype Implementation. We developed the prototype as a web app, accessible through a URL. The prototype
is modular and reusable in the future for conducting similar user studies. It utilizes serverless functions, specifically
Cloudflare Worker Functions, a MongoDB database as the backend and database, and a React web app frontend. Using
serverless functions allows future studies to decide the specific backend architecture language they would like to use,
Manuscript submitted to ACM
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as all requests to the backend are completed through API requests. In addition, serverless functions are quicker, easier,
and cheaper to deploy and require less setup during the deployment configuration. Lastly, they are scalable, being
able to cope with a large number of participants in a short time span. MongoDB was selected due to its flexibility,
scalability, and ease of use, being more suitable for storing long user logs with its document-oriented approach that
closely matched the collected user log data structure. The React web app frontend was chosen for its flexibility and
ease of development. React’s component-based architecture allowed us to easily modularise the web apps, allowing the
prototype to be customized easily for future user studies. It also allowed us to build a responsive and interactive user
interface, which is crucial for a good user experience.

3.2 Participants

To determine the required sample size for our analyses, we used G*Power.1 We found that at least 117 participants were
required to analyze our independent variables (i.e., age, gender, previous experience with AI, and the five personality
traits) using two-tailed regressions at a minimum of 0.05 level of significance, 95% level of power, and an effect size
of 0.2. To account for any data loss due to quality checks or missing data, we further increased our sample size. By
conducting a post-hoc sensitivity analysis, we found that our analyses had even more strict effect size of 0.15.

We thus recruited 150 participants for our user study through Prolific (https://www.prolific.co/), an online platform
to recruit participants for research studies. One participant had incomplete demographic information and was therefore
excluded from the analysis, thus resulting in 149 participants in our data set.

Our participants’ ages ranged from 18 to 67, with a median age of 36 (𝜎 = 11.5). There were 75 male participants and
74 female participants in total. Participants needed to be fluent in English in order to judge the toxicity of language in a
comment and we enforced this through a screener question and by restricting the residence requirement to majority-
English speaking countries. In keeping with our use case of moderating comments, we did not restrict participants to
have AI knowledge.

Participants were compensated £4.50, consistent with Prolific’s payment principles of ‘ethical rewards’ and in line
with the United Kingdom national minimum wage at the time the study was conducted. We obtained informed consent;
our user study was considered and approved by the University of Glasgow School of Computing Science Research
Ethics Committee.

3.3 Study Task

After participants agreed to the HIT on Prolific, they were directed to our study site. The user study consisted of six
steps summarized by Figure 2, which took about 30 minutes to complete.

We first familiarized participants with the study and obtained informed consent. We then presented them with a
pre-task questionnaire consisting of two sections. In the first section, we captured a participant’s personality traits
using TIPI [27]. The second section employed the level of expertise scale [53] for, respectively, AI systems, machine
learning, and explanations. After this, participants were introduced to their task: “You are currently working for a social

media platform like Reddit. The company has just deployed a new AI system that automatically flags a comment as Toxic or

Non-toxic.”, and given instructions on how to use the prototype interface. In order to facilitate familiarity and proficiency
in using the interface, participants were instructed to complete a practice task. The interface for the practice task
mirrored that of the main task, but it only featured one comment to check and incorporated two explicit attention

1https://www.psychologie.hhu.de/arbeitsgruppen/allgemeine-psychologie-und-arbeitspsychologie/gpower
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Study introduction Pre-task
questionnaire Task introduction Practice task Task Post-task

questionnaire

Step 1 Step 2 Step 3 Step 4 Step 5 Step 6

Fig. 2. Our user study procedure consists of six steps. Step 1 - Study introduction: The participants were provided with an overview
of the study’s objectives, the potential outcomes of their involvement, the utilization of their data, as well as the advantages and
disadvantages of participation. Step 2 - Pre-task questionnaire: The participants completed a pre-task questionnaire consisting of
two sections to measure their personality and previous experience with AI systems. Step 3 - Task introduction: Participants were
presented with a scenario and an introduction to the task that they were required to complete for the prototype. Step 4 - Practice task:
Participants were instructed to complete a practice task using the explanatory debugging interface. Step 5 - Main task: The primary
task involved the utilization of the explanatory debugging interface to complete the study task. Step 6 - Post-task questionnaire:
Participants were requested to fill out a post-task questionnaire to measure the participant’s trust, perceived understanding, and
actual understanding.

checks, which each participant was asked to complete. Participants were then directed to the main task interface
(Figure 1). The prototype presented participants with 100 comments to check, with 61 toxic comments and 39 non-toxic
comments for our study’s final class distribution. Each participant was allotted 20 minutes to complete the main study
task, which entailed evaluating as many of the 100 comments supplied as possible. Participants were not expected to
examine every comment but rather to spend time to thoroughly think through each comment. Once the time elapsed
they were directed to the post-task questionnaire. There, participants were asked about their trust in the system using
the trust scale recommended for XAI [32] and rated their perceived level of understanding regarding the AI system.
They also completed a series of 12 questions to ascertain their actual level of understanding, similar to previous work
by Kulesza et al. [40] to measure the mental model score. These questions covered nine key criteria regarding the AI
system. These criteria included understanding of the user interface, feature weights, feature labels, adjusting feature
weights, classes, adding new words, confidence, how predictions are made, and what class might be predicted based on
features. Nine of the questions were multiple-choice, while three questions allowed for open-ended answers.

3.4 Data Collection and Analysis

One of the most common ways to characterize personality is the five-factor model of personality (Big 5) [54], where
personality is measured on five dimensions:

• Openness: measures how curious, original, and open to new ideas an individual is.
• Conscientiousness: measures how self-disciplined and hardworking an individual is.
• Extraversion: measures how sociable, outgoing, and assertive an individual is.
• Agreeableness: measures how cooperative and good-natured an individual is.
• Neuroticism: measures an individual tendency towards unstable emotions.

Many questionnaires have been developed of different lengths and accuracy to measure a participant’s personality
against the Big 5. One of the most well-established and used methods is the Big Five Inventory (BFI) [4, 34, 35]. The BFI
is a 44-item questionnaire which consists of participants answering each question with a 5-point Likert scale. However,
in studies where time is limited, the Ten-Item Personality Inventory (TIPI) of measuring a participant’s personality
against the Big 5 has been used [27]. Although similar to BFI, it only includes ten items and utilizes a 7-point Likert
scale. It has been shown that TIPI gathers similar results compared to BFI but can be less robust for the openness
dimension [27]. In our study, we chose to employ the TIPI questionnaire.
Manuscript submitted to ACM
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The responses from the pre-task questionnaire were processed as follows: we calculated participants’ personality
scores on the 5 dimensions using the responses from the TIPI questionnaire and the method to calculate each personality
dimension set out by Gosling et al. [27]. The participants self-rated their level of experience with AI systems, ranging
from 0 to 10. In our sample, participants previous experience ranged from 1 to 6 with a 𝜇 = 3.15 and 𝜎 = .964 (95% of
the values were in the range 1 to 4). While our sample skews towards lower previous experience, this reflects use cases
where AI explanations are targeted at non-expert users.

From the post-task questionnaire, we obtained their system trust score, their perceived understanding score and
their actual understanding score. The trust survey consisted of eight questions that assessed the participants’ trust in
the XAI system, utilizing a 5-point Likert scale ranging from 1 (strongly disagree) to 5 (strongly agree). To obtain the
participants’ overall trust score, the sum of the eight questions was calculated, with the scale reversed for question six.
A participant could score a maximum of 40 (reflecting high trust in the AI system) and a minimum of 8 (reflecting low
trust in the AI system). For the perceived understanding, we recorded an integer using a 5-point Likert scale that ranged
from 1 (did not understand at all) to 5 (fully understood). All questionnaires used in the study were made available as
supplementary material.

An automated script was used to grade the multiple-choice answers for actual understanding, awarding one mark for
a correct response and zero for an incorrect answer. A researcher reviewed and graded the open-ended questionnaire
responses using a predetermined marking scheme, allowing full marks for correct reasons and for half marks for
partially correct reasons. The actual understanding score for each participant was calculated by summing their points,
with a maximum possible score of 15.

During the main study task, we logged every user interaction with the prototype to keep track of all suggestions and
changes the user made to the AI system. We ensured continued engagement and high data quality through explicit
attention checks and checking the user logs for suspicious behavior, such as prolonged intervals between reviewing
each comment (5+ minutes) or rapidly reviewing comments (within 1-3 seconds).

To answer our research questions, we conducted multiple regression analyses, using user characteristics as inde-
pendent variables and trust, perceived, and actual understanding as dependent variables (or outcome measures). We
assessed the linearity by partial regression plots and a plot of studentized residuals against the predicted values. The
independence of residuals was assessed with the Durbin-Watson statistic. We visually inspected a plot of studen-
tized residuals against unstandardized predicted values to assess homoscedasticity in each multiple regression test.
Multicollinearity was assessed for each multiple regression test by checking tolerance values were greater than 0.1.
In addition, we examined studentized deleted residuals to ensure that no values deviated by more than ±3 standard
deviations, checked that leverage values were below 0.2, and verified that values for Cook’s distance exceeded 1. Lastly,
we checked the assumption of normality for the residual was met for each of the multiple regression tests by Q-Q plots.

4 RESULTS

We first present the statistics of our participants, and then present a correlation analysis between variables. We then
show the results of our regression analysis, aiming to scrutinize the impact of user characteristics—age, gender, previous
experience, and personality traits—on the four dimensions of interest. These dimensions pertain to user engagement
with explanations, the perceived and actual understanding of these explanations, and the degree of trust attributed to
them.

Manuscript submitted to ACM
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Table 2. Pairwise Spearman’s correlations among the independent variables Big-Five personality traits, age, gender, and previous
experience, and the dependent variables trust, engagement, perceived understanding, and actual understanding. The correlations that
are statistically significant are in bold and are marked with a number of *s based on their significance levels (i.e., *𝑝 < .05, **𝑝 < .01,
***𝑝 < .001). Significant results are discussed in the text.

Variable 1.
Openness

2.
Conscientiousness

3.
Extraversion

4.
Agreeableness

5.
Neuroticism

6.
Age

7.
Gender

8.
Prev Exp

9.
Trust

10.
Engagement

11.
Perc Und

12.
Act Und

1. Openness -
2. Conscientiousness 0.105 -
3. Extraversion 0.397** 0.318** -
4. Agreeableness 0.154 0.114 0.173* -
5. Neuroticism 0.076 0.394** 0.263** 0.180* -
6. Age 0.021 0.276** 0.064 0.032 0.092 -
7. Gender -0.089 -0.065 -0.074 -0.264** 0.153 -0.023 -
8. Prev Exp 0.104 -0.075 -0.015 -0.141 0.115 -0.074 0.215** -
9. Trust -0.128 0.087 0.061 0.145 -0.034 -0.134 0.021 -0.027 -
10. Engagement 0.054 0.107 0.061 0.070 0.018 -0.072 0.019 -0.035 -0.088 -
11. Perc Und 0.131 0.085 0.169* 0.049 0.144 -0.163* 0.113 0.087 0.204* -0.100 -
12. Act Und -0.191* -0.198* -0.140 -0.173* -0.074 -0.240** -0.007 0.006 0.029 0.194* 0.014 -

4.1 Participants Statistics

The age distribution of our participants spanned from 18 to 67 years, with a median age of 36 (𝜎 = 11.5), and the gender
distribution was equally divided (74 females).

On average, participants’ personality traits, on a scale from 1 to 7, were low in extraversion (𝜇 = 3.31 and 𝜎 = 1.53),
high in agreeableness (𝜇 = 5.03 and 𝜎 = 1.16), high in conscientiousness (𝜇 = 5.07 and 𝜎 = 1.35), average in neuroticism
(𝜇 = 4.27 and 𝜎 = 1.49) and high in openness (𝜇 = 4.97 and 𝜎 = 1.10); these distributions conformed to the standard
personality values derived from a representative U.S. population sample [69].

4.2 Correlations Between Variables

We conducted a correlation analysis to investigate any relationships within our collected data. Table 2 shows the
correlation coefficient r in a variable matrix. We found that there were some statistically significant correlations within
personality traits: extraversion was weakly positively correlated with openness (r=0.397), conscientiousness (r=0.318),
neuroticism (r=0.263) and agreeableness (r=0.173), and neuroticism was weakly positively correlated with conscientious-
ness (r=0.394) and agreeableness (r=0.180). We also found a statistically significant weak positive correlation between
age and conscientiousness (r=0.276), and a weak negative correlation between gender and agreeableness (r=-0.264). In
our regression models, we set female participants to 0 values and male participants to 1 values. Looking at relationships
within other user characteristics, previous experience and gender were weakly positively correlated (r=0.215).

In terms of user characteristics and outcome measures, we found that actual understanding was weakly negatively
correlated with openness (r=-0.191), conscientiousness (r=-0.198) and agreeableness (r=-0.173), while perceived un-
derstanding was weakly positively related to extraversion r=0.169) and trust (r=0.204). We therefore explored the
relationships between user characteristics and outcome measures more thoroughly through regression models.

4.3 Impact of User Characteristics on Outcome Measures

Table 3 shows the results of multiple regressions to test the impact of age, gender, and previous experience with AI on
engagement, perceived understanding, actual understanding, and trust. When we tested the association between age,
gender, previous experience, and our participants’ engagement with explanations, we found no statistically significant
effect. For perceived understanding, our model had no overall predictive power.

For actual understanding, however, our model did show statistical significance. Age was found to be statistically
significant and negatively associated with actual understanding.
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Table 3. Multiple regression results for the impact of age, gender, and previous experience with AI on engagement, perceived
understanding, actual understanding, and trust. B = unstandardized regression coefficient; Std. error = standard error of the coefficient;
𝛽 = standardized coefficient; 𝑎𝑑 𝑗 .𝑅2 = adjusted 𝑅2. Statistically significant results are in bold and are marked with a number of *s
based on their significance levels (i.e., *𝑝 < .05, **𝑝 < .01, ***𝑝 < .001). Significant results are described in the text.

Impact of age, gender, and previous
experience with AI on engagement

𝑎𝑑 𝑗 .𝑅2 = −.017 𝑝 = .926

Predictor 𝐵 Std. error 𝛽 𝑝-value

Constant 5.509 1.142
Age -.002 .020 -.009 .912
Gender .320 .474 .058 .501
Previous Experience -.027 .248 -.009 .913

Impact of age, gender, and previous experi-
ence with AI on perceived understanding

𝑎𝑑 𝑗 .𝑅2 = .024 𝑝 = .091

Predictor 𝐵 Std. error 𝛽 𝑝-value

Constant 3.283 .326
Age -.011 .006 -.152 .065
Gender .140 .135 .086 .304
Previous Experience .073 .071 .086 .306

Impact of age, gender, and previous experi-
ence with AI on actual understanding

𝑎𝑑 𝑗 .𝑅2 = .056 𝒑 = .010∗

Predictor 𝐵 Std. error 𝛽 𝑝-value

Constant 13.868 1.067
Age -.065 .019 -.275 <.001***
Gender .115 .443 .021 .795
Previous Experience -.130 .231 -.046 .572

Impact of age, gender, and previous
experience with AI on trust

𝑎𝑑 𝑗 .𝑅2 = −.004 𝑝 = .506

Predictor 𝐵 Std. error 𝛽 𝑝-value

Constant 24.597 2.065
Age -.054 .037 -.122 .141
Gender -.037 .857 -.004 .966
Previous Experience -.219 .448 -.041 .626

For trust, we found no statistically significant effect, with none of age, gender, and previous experience being
statistically significant.

Table 4 shows the results of multiple regressions to test the impact of personality traits and age (previous significant
result, Table 3) on engagement, perceived understanding, actual understanding, and trust. When tested the association
between the five personality traits and our participants’ engagement with explanations, we found no statistically
significant effect. Similarly, a model predicting perceived understanding had no statistically significant effect.
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Table 4. Multiple regression results for the impact of personality traits and previous significant results on engagement, perceived
understanding, actual understanding, and trust. B = unstandardized regression coefficient; Std. error = standard error of the coefficient;
𝛽 = standardized coefficient; 𝑎𝑑 𝑗 .𝑅2 = adjusted 𝑅2. Statistically significant results are in bold and are marked with a number of *s
based on their significance levels (i.e., *𝑝 < .05, **𝑝 < .01, ***𝑝 < .001). Significant results described in text.

Impact of personality traits with AI
on engagement

𝑎𝑑 𝑗 .𝑅2 = −.015 𝑝 = .726

Predictor 𝐵 Std. error 𝛽 𝑝-value

Constant 4.850 1.573
Openness -.014 .231 -.006 .951
Conscientiousness .145 .195 .070 .456
Extraversion .162 .176 .089 .358
Agreeableness -.150 .205 -.062 .466
Neuroticism .047 .174 .025 .788

Impact of personality traits with AI
on perceived understanding

𝑎𝑑 𝑗 .𝑅2 = .015 𝑝 = .210

Predictor 𝐵 Std. error 𝛽 𝑝-value

Constant 2.289 .452
Openness .087 .067 .117 .196
Conscientiousness .020 .056 .033 .724
Extraversion .029 .051 .054 .572
Agreeableness -.003 .059 -.004 .963
Neuroticism .066 .050 .121 .191

Impact of personality traits and age
with AI on actual understanding

𝑎𝑑 𝑗 .𝑅2 = .111 𝒑 =< .001 ∗ ∗∗

Predictor 𝐵 Std. error 𝛽 𝑝-value

Constant 17.755 1.512
Openness -.472 .210 -.192 .026*
Conscientiousness -.268 .181 -.134 .142
Extraversion -.031 .160 -.018 .846
Agreeableness -.227 .186 -.097 .225
Neuroticism .076 .158 .042 .630
Age -.055 .019 -.231 .005**

Impact of personality traits with AI
on trust

𝑎𝑑 𝑗 .𝑅2 = .037 𝑝 = .063

Predictor 𝐵 Std. error 𝛽 𝑝-value

Constant 20.836 2.789
Openness -.849 .410 -.184 .041*
Conscientiousness .494 .345 .131 .154
Extraversion .283 .312 .085 .366
Agreeableness .681 .363 .156 .063
Neuroticism -.380 .309 -.112 .220
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However, the picture was slightly different for predicting actual understanding of the explanations, with a statistically
significant effect. Given that age was found to be significant, we also included it in this model. Out of the five personality
traits, only openness had a significantly statistical negative effect, while age was weakly and negatively associated with
actual understanding.

For trust, we again found no statistically significant effect. However, as in the previous model, the trait of openness
had a negative effect on the degree of trust our participants attributed to the explanations.

In addition to the previous models, we tested a multiple regression model with all variables combined (i.e., age, gender,
previous experience, and the five personality traits) to predict our participants’ engagement, perceived understanding,
actual understanding, and trust in explanations. To assess the absence of multicollinearity among the independent
variables, we conducted an analysis using Variance Inflation Factors (VIF) [55]. Typically, VIF values exceeding 5 indicate
potential multicollinearity concerns. However, in our study, the highest VIF value calculated for any independent
variable was 1.39, comfortably below this threshold, suggesting no significant multicollinearity issues [55]. Upon
analyzing the full model for engagement, we observed an inadequate fit (𝐹 (8, 140) = 0.419, 𝑝 = .908, 𝑎𝑑 𝑗 .𝑅2 = −.032),
with none of the independent variables showing significance – a result consistent with our findings from running the
models separately. For perceived understanding, the model marginally fit (𝐹 (8, 140) = 2.027, 𝑝 = .047, 𝑎𝑑 𝑗 .𝑅2 = −.053),
with age being the only statistically significant predictor. For actual understanding, the model fit (similar to running the
models separately), with age and openness being the only two statistically significant predictors (𝐹 (8, 140) = 3.107,
𝑝 = .003, 𝑎𝑑 𝑗 .𝑅2 = −.102). For trust, the model did not fit compared to running the models separately (𝐹 (8, 140) = 1.804,
𝑝 = .081, 𝑎𝑑 𝑗 .𝑅2 = −.042). Overall, the model for predicting perceived understanding (𝑎𝑑 𝑗 .𝑅2 = 0.053) and trust
(𝑎𝑑 𝑗 .𝑅2 = 0.042) had slight differences compared to running the models with a subset of predictors. However, these
differences can be considered negligible as both models’ predictive power is relatively small. Additionally, out of the
four new models, the same set of variables was statistically significant (i.e., age and openness), reinforcing our finding
that no other user characteristics had any predictive power.

5 DISCUSSION

The aim of our study was to investigate how user characteristics, such as gender, age, expertise, and personality
traits affect engagement, perceived/actual understanding, and trust of XAI systems. Our findings showed that user
characteristics in general influenced these measures very little. We only found one significant effect: a negative effect of
both age and openness on actual understanding. While there was a significant effect of openness on trust, the regression
model fit was not significant. This suggests that lay users of XAI might be much more similar to each other than they
are different. We now discuss the implications of our work in light of the limitations of our study, previous research,
and lessons for future research.

5.1 Limitations

We acknowledge that there are several aspects that could have been improved in our study. First, the sample size was
relatively limited, and despite our power calculations, our statistical tests may not detect very small effects.

Second, there may have been confounds that introduced noise into our study data, due to using an online study
setup. For example, we had no control over the environment in which participants completed the study, their dedication
to completing their study, their real engagement with the explanations, etc.

Third, our study focused specifically on explanations provided for a toxicity classifier. While this is an interesting
domain that nonetheless can be easily understood by lay users, previous work [6] has already pointed out problems
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with using proxy tasks as compared to real tasks. This might limit the confidence with which results can be taken
up. We suggest that the repeatability of our results should be investigated in real decision-making tasks and perhaps
high-impact domains.

Fourth, our research focused primarily on correlations and statistical testing using multiple regression models due to
the specific nature of our research questions. However, this methodological approach diverged from the analysis methods
employed in previous studies (e.g., [11, 57]) investigating the impact of personality on XAI in various applications
such as music recommendation and tutoring systems. As a consequence, a direct comparison of our results with these
studies was impossible. Our choice of analysis methodology was influenced partly by the size of the available data
and the limited variables that could be controlled in our study. In future investigations encompassing a broader range
of variables and larger-scale data, we intend to move beyond correlation and regressions and perform more nuanced
analysis (e.g. causal analysis [61]).

Finally, our study did not differentiate between types of explanation content or presentation. Hence, we can only
confirm the impact of user characteristics on explanations as a whole, not reactions to specific components of explanations.
Similarly, we only evaluated one type of explanation generation approach, LIME [65], and thus cannot speak to the
effects of utilizing other explanations approaches, e.g. SHAP [51] or Integrated Gradients (IG) [73]. In addition, our
study only examined one type of explanation, i.e. showing word importance, while other explanation techniques were
not investigated (e.g. example-based explanations [68]).

5.2 Previous Work on User Characteristics

Previous work investigating the perception and use of AI and XAI has suggested that user characteristics such as
gender, age, previous experience as well as personality traits could be used to personalize experience, e.g. [17, 64, 78].
Our research used this related work as a launchpad to address the impact of user characteristics on interacting with
explanations of AI, using standard statistical methods as tools. Our findings problematize using user characteristics
for personalizing explanations. Specifically, our results indicate that lay users of XAI systems may be more alike than
different from one another, corroborating other work that cautions against the use of gender as a factor in preferences
for explanations [80].

This raises an important question that both HCI and XAI researchers and practitioners must address: Is personalization
an effective strategy for AI explanations? In light of our findings, we endeavor to seek answers to this question, and
argue that, as a community, we need to (re)think whether personalization for AI explanations may lead to a rabbit hole.
Drawing from personalization research in other domains, we posit that researchers in XAI might be subject to the
same issues due to: a) divergence from fields that study users and their characteristics; b) the ease of obtaining user
characteristics; c) the conceptual ease of applying user characteristics; d) precedence, e) authority approval. First, other
fields have extensively studied human-human relationships and the effects of, for example, personality on trust [29].
Takami et al. [76] demonstrated that personality-based explanations for e-learning recommender systems were more
effective than conventional explanations. However, much of this research and changes to theories and implications
never make it back to the research in XAI. Second, it is easy to obtain user characteristics such as age, gender, expertise,
and even personality; in fact, most of these are supplied by participant recruitment or crowd-sourcing platforms or can
be captured easily in user studies. It is often a matter of “we have the data so might as well use it”. However, these
user characteristics might not be exhaustive. Previous literature suggested that people rarely engage analytically with
each individual AI recommendation and explanation, and instead develop general heuristics about whether and when
to follow the AI suggestions [7]; observations that require to tap into people’s cognitive abilities (e.g., by capturing it
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through the Need for Cognition, which is a stable personality trait that captures one’s motivation to engage in effortful
mental activities [8]). Third, interactions with XAI, as with any technology, are complex and thus its success is not
guaranteed. Thus, we might look for an easy answer to account for why a system did better than another, and thus turn
to user characteristics as a cause for differences in user behavior or acceptance. In fact, explanations could inadvertently
foster a false sense of security by obscuring the inherent uncertainty of the underlying models. Previous literature
suggests a need to (re)consider the target audience when designing XAI [21], recognizing that individuals with different
roles and levels of expertise might interpret explanations in varied ways [33]. Fourth, work builds each other; one paper
investigating a user characteristic can spawn papers on the same or other user characteristics. Looking back there is a
long history of work in HCI on user characteristics and modeling users. Finally, there is also the matter of authority
approval. For example, Gunning et al. [28] suggest that explanations should be targeted to the user which might imply
that a green light is given to investigate user characteristics in XAI.

5.3 Future Research Challenges

Our work points the way to five challenges that need to be addressed in future research in this area.

5.3.1 Repeatability. So far, there have been many studies that have investigated some aspects of user characteristics
and their effects on explanation use, e.g. [64, 74, 80]. However, the majority of these pertinent existing studies have
not shared the data or code for analysis. While we did not find any strong patterns in our study, there is a need for
confirming our results. We, therefore, make our framework – prototype, code, measures, and data – available for
researchers to replicate our study, and we encourage the XAI research community to do the same to ensure a growing
body of evidence that can be systematically reviewed. However, further steps need to be taken to ensure the viability of
these investigations, as demonstrated by the next two points.

5.3.2 Measuring user characteristics and XAI. Recall that we used TIPI to measure personality traits. As pointed out
in section 3.4, TIPI is generally comparable with other, longer forms of personality trait instruments but struggles
to measure openness robustly. This might explain why we got the results we did: we found that individuals with
higher levels of openness had lower levels of trust in XAI systems, a very counter-intuitive result. We believe that
this might be due to measuring errors, where we possibly measure something else in the users’ characteristics entirely.
Similarly, we used a common, very granular measure for trust (without accounting for any baseline trusting attitude)
and extended previous approaches using ‘mental model soundness’ [40] for measuring actual understanding. Until
measuring both user characteristics (as independent variables) and effects (as dependent variables) are standardized
within our community, or until others have employed our code and protocol to replicate our measurements, we will not
be able to compare results across studies or come to solid conclusions that help us shape theory for the use and design
of XAI systems, whether to contemplate personalized XAI based on user characteristics or not.

5.3.3 Characterization of users. Our results considered a limited subset of user characteristics, such as age, gender,
previous experience with AI, and personality traits. Recent work has also suggested that other user characteristics
might matter in how people respond to explanations. For example, need for cognition as a personality trait has been
investigated as to its role in explanations [7, 56, 57] and there are some promising results in this direction. Other user
characteristics beyond gender, age, or previous experience might also factor into how explanations are perceived or
used. For example, information processing style which has been linked to gender [5] might influence how explanations
are interpreted. It might also be that graph interpretation competence [26] can play a role, especially given the visual
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nature of many explanation approaches. Future work is warranted to uncover other user characteristics that remain
stable and provide robust results.

5.3.4 Personalization in practice. Our results suggest that incorporating users’ age and, maybe, openness (but see
our previous discussion about the limitations of this dimension of personality), into the design and implementation
of XAI systems could be beneficial for increasing individuals’ understanding of these systems. This raises a practical
question of how to do that. Are we expecting users to fill in a possibly lengthy questionnaire every time they use an
XAI system? Building a user profile only seems worthwhile for the sustained use of a system that provides explanations,
where the benefit of personalized design outweighs the initial cost of providing information. Currently, there are very
few XAI systems targeted at lay users that are to be used repeatedly. In addition, we still do not know how to design
explanations to take user characteristics into account. For example, what designs targeted at older users might increase
their understanding? Further research into specific components of explanations might yield some answers in the future.

5.3.5 The value of good interaction design. Finally, maybe we are going about this in the wrong way entirely, at this
point in the research landscape. In our study, we focused on a relatively static presentation of explanations (highlighting
word importance) for all users, minimizing the necessity for extensive user interaction. We do know that different
stakeholders might have diverging needs of explanations that a system provides and that the content might need to
differ in response. Similarly, we might need to adjust the presentation of explanations in light of stakeholders’ needs.
It has been suggested [28] that these stakeholders could be segmented into user groups (e.g., data scientists, domain
experts, regulators/auditors), and that these should be considered in the explanation design. We argue that at this stage
we are jumping ahead too far, without having achieved a solid grounding for addressing the requirements of these
larger user groups. We encourage other researchers to investigate differences between stakeholder groups in order to
build better, more targeted XAI systems.

6 REPRODUCIBILITY

To allow for reproducibility, we made our data and code publicly available: https://github.com/RobertNimmo26/Toxic-
Comments-XAI-Study

7 AUTHOR POSITIONALITY STATEMENT

It is important to acknowledge that our backgrounds and experiences may have shaped our positionality [25, 31].
Within the context of this work, we situate ourselves in the United Kingdom during the 21st century, writing as
authors primarily engaged in academic and industry research. Our research team comprises one female and four
male individuals originating from the United Kingdom, Southern Europe, and East Asia, with diverse ethnic and
religious backgrounds. Our collective expertise spans various fields, including artificial intelligence, explainable AI,
human-computer interaction, computational social science, ubiquitous computing, and software engineering.

8 CONCLUSION

In this paper, we explored the impact of user characteristics on XAI. We ran an online study where participants checked
a toxicity classifier that provided explanations and then examined the relationship between user characteristics of
gender, age, previous experience, and personality on engagement, perceived and actual understanding, and trust. We
found that the users’ characteristics we collected during the study did not have a significant effect on most outcome
measures. Furthermore, the only significant effect was a negative relationship between both age and openness to
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participants’ actual understanding of the XAI system. Overall, our work sheds light on employing user characteristics
of XAI research, and our discussion problematizes the direction of future research in this area. Our study is evidence
that lay users may be more similar to each other than different and that XAI designs should possibly concentrate on
more marked differences between larger user groups.

REFERENCES
[1] Ashraf Abdul, Jo Vermeulen, Danding Wang, Brian Y. Lim, and Mohan Kankanhalli. 2018. Trends and Trajectories for Explainable, Accountable

and Intelligible Systems: An HCI Research Agenda. In Proceedings of the 2018 CHI Conference on Human Factors in Computing Systems (CHI ’18).
Association for Computing Machinery, New York, NY, USA, 1–18. https://doi.org/10.1145/3173574.3174156

[2] Amina Adadi and Mohammed Berrada. 2018. Peeking inside the black-box: a survey on explainable artificial intelligence (XAI). IEEE access 6 (2018),
52138–52160. https://doi.org/10.1109/access.2018.2870052 Publisher: IEEE.

[3] Alejandro Barredo Arrieta, Natalia Díaz-Rodríguez, Javier Del Ser, Adrien Bennetot, Siham Tabik, Alberto Barbado, Salvador Garcia, Sergio Gil-Lopez,
Daniel Molina, Richard Benjamins, Raja Chatila, and Francisco Herrera. 2020. Explainable Artificial Intelligence (XAI): Concepts, taxonomies,
opportunities and challenges toward responsible AI. Information Fusion 58 (June 2020), 82–115. https://doi.org/10.1016/j.inffus.2019.12.012

[4] Verónica Benet-Martínez and Oliver P. John. 1998. Los Cinco Grandes across cultures and ethnic groups: Multitrait-multimethod analyses of the Big
Five in Spanish and English. Journal of Personality and Social Psychology 75 (1998), 729–750. https://doi.org/10.1037/0022-3514.75.3.729

[5] Margaret Burnett, Simone Stumpf, Jamie Macbeth, Stephann Makri, Laura Beckwith, Irwin Kwan, Anicia Peters, and William Jernigan. 2016.
GenderMag: A Method for Evaluating Software’s Gender Inclusiveness. Interacting with Computers 28, 6 (Nov. 2016), 760–787. https://doi.org/10.
1093/iwc/iwv046

[6] Zana Buçinca, Phoebe Lin, Krzysztof Z. Gajos, and Elena L. Glassman. 2020. Proxy tasks and subjective measures can be misleading in evaluating
explainable AI systems. In Proceedings of the 25th International Conference on Intelligent User Interfaces (IUI ’20). Association for Computing Machinery,
New York, NY, USA, 454–464. https://doi.org/10.1145/3377325.3377498

[7] Zana Buçinca, Maja Barbara Malaya, and Krzysztof Z. Gajos. 2021. To Trust or to Think: Cognitive Forcing Functions Can Reduce Overreliance
on AI in AI-assisted Decision-making. Proceedings of the ACM on Human-Computer Interaction 5, CSCW1 (April 2021), 188:1–188:21. https:
//doi.org/10.1145/3449287

[8] John T Cacioppo and Richard E Petty. 1982. The need for cognition. Journal of personality and social psychology 42, 1 (1982), 116. https:
//doi.org/10.1037/0022-3514.42.1.116 Publisher: American Psychological Association.

[9] Wanling Cai, Yucheng Jin, and Li Chen. 2022. Impacts of Personal Characteristics on User Trust in Conversational Recommender Systems. In
Proceedings of the 2022 CHI Conference on Human Factors in Computing Systems (CHI ’22). Association for Computing Machinery, New York, NY,
USA, 1–14. https://doi.org/10.1145/3491102.3517471

[10] cjadams, Sorensen Jeffrey, Elliott Julia, Dixon Lucas, McDonald Mark, nithum, and Cukierski Will. 2017. Toxic Comment Classification Challenge.
https://kaggle.com/competitions/jigsaw-toxic-comment-classification-challenge

[11] Cristina Conati, Oswald Barral, Vanessa Putnam, and Lea Rieger. 2021. Toward personalized XAI: A case study in intelligent tutoring systems.
Artificial Intelligence 298 (2021), 103503. https://doi.org/10.1016/j.artint.2021.103503

[12] Bart Craenen, Amol Deshmukh, Mary Ellen Foster, and Alessandro Vinciarelli. 2018. Do We Really Like Robots that Match our Personality? The Case
of Big-Five Traits, Godspeed Scores and Robotic Gestures. In 2018 27th IEEE International Symposium on Robot and Human Interactive Communication
(RO-MAN). IEEE, Nanjing, China, 626–631. https://doi.org/10.1109/ROMAN.2018.8525672

[13] Bart Craenen, Amol Deshmukh, Mary Ellen Foster, and Alessandro Vinciarelli. 2018. Shaping Gestures to Shape Personalities: The Relationship
Between Gesture Parameters, Attributed Personality Traits and Godspeed Scores. In 2018 27th IEEE International Symposium on Robot and Human
Interactive Communication (RO-MAN). IEEE, Nanjing, China, 699–704. https://doi.org/10.1109/ROMAN.2018.8525739

[14] Henriette Cramer, Vanessa Evers, Satyan Ramlal, Maarten van Someren, Lloyd Rutledge, Natalia Stash, Lora Aroyo, and Bob Wielinga. 2008. The
effects of transparency on trust in and acceptance of a content-based art recommender. User Modeling and User-Adapted Interaction 18, 5 (Nov. 2008),
455–496. https://doi.org/10.1007/s11257-008-9051-3

[15] Maria De-Arteaga, Riccardo Fogliato, and Alexandra Chouldechova. 2020. A Case for Humans-in-the-Loop: Decisions in the Presence of Erroneous
Algorithmic Scores. In Proceedings of the 2020 CHI Conference on Human Factors in Computing Systems (CHI ’20). Association for Computing
Machinery, New York, NY, USA, 1–12. https://doi.org/10.1145/3313831.3376638

[16] Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. 2019. BERT: Pre-training of Deep Bidirectional Transformers for Language
Understanding. https://doi.org/10.48550/arXiv.1810.04805

[17] Sahraoui Dhelim, Nyothiri Aung, Mohammed Amine Bouras, Huansheng Ning, and Erik Cambria. 2022. A Survey on Personality-Aware Recom-
mendation Systems. Artificial Intelligence Review 55, 3 (March 2022), 2409–2454. https://doi.org/10.1007/s10462-021-10063-7

[18] Jonathan Dodge, Q. Vera Liao, Yunfeng Zhang, Rachel K. E. Bellamy, and Casey Dugan. 2019. Explaining Models: An Empirical Study of How
Explanations Impact Fairness Judgment. In Proceedings of the 24th International Conference on Intelligent User Interfaces (IUI ’19). Association for
Computing Machinery, New York, NY, USA, 275–285. https://doi.org/10.1145/3301275.3302310

Manuscript submitted to ACM

https://doi.org/10.1145/3173574.3174156
https://doi.org/10.1109/access.2018.2870052
https://doi.org/10.1016/j.inffus.2019.12.012
https://doi.org/10.1037/0022-3514.75.3.729
https://doi.org/10.1093/iwc/iwv046
https://doi.org/10.1093/iwc/iwv046
https://doi.org/10.1145/3377325.3377498
https://doi.org/10.1145/3449287
https://doi.org/10.1145/3449287
https://doi.org/10.1037/0022-3514.42.1.116
https://doi.org/10.1037/0022-3514.42.1.116
https://doi.org/10.1145/3491102.3517471
https://kaggle.com/competitions/jigsaw-toxic-comment-classification-challenge
https://doi.org/10.1016/j.artint.2021.103503
https://doi.org/10.1109/ROMAN.2018.8525672
https://doi.org/10.1109/ROMAN.2018.8525739
https://doi.org/10.1007/s11257-008-9051-3
https://doi.org/10.1145/3313831.3376638
https://doi.org/10.48550/arXiv.1810.04805
https://doi.org/10.1007/s10462-021-10063-7
https://doi.org/10.1145/3301275.3302310


18 Robert Nimmo, Marios Constantinides, Ke Zhou, Daniele Quercia, and Simone Stumpf

[19] Finale Doshi-Velez and Been Kim. 2017. Towards A Rigorous Science of Interpretable Machine Learning. (March 2017). https://doi.org/10.48550/
arxiv.1702.08608

[20] Mary T. Dzindolet, Scott A. Peterson, Regina A. Pomranky, Linda G. Pierce, and Hall P. Beck. 2003. The role of trust in automation reliance.
International Journal of Human-Computer Studies 58 (2003), 697–718. https://doi.org/10.1016/S1071-5819(03)00038-7

[21] Upol Ehsan, Samir Passi, Q. Vera Liao, Larry Chan, I.-Hsiang Lee, Michael Muller, and Mark O. Riedl. 2021. The Who in Explainable AI: How AI
Background Shapes Perceptions of AI Explanations. https://doi.org/10.48550/arXiv.2107.13509

[22] Upol Ehsan and Mark O. Riedl. 2020. Human-centered Explainable AI: Towards a Reflective Sociotechnical Approach. https://doi.org/10.48550/
arXiv.2002.01092

[23] Upol Ehsan, Philipp Wintersberger, Q. Vera Liao, Martina Mara, Marc Streit, Sandra Wachter, Andreas Riener, and Mark O. Riedl. 2021. Operational-
izing Human-Centered Perspectives in Explainable AI. In Extended Abstracts of the 2021 CHI Conference on Human Factors in Computing Systems
(CHI EA ’21). Association for Computing Machinery, New York, NY, USA, 1–6. https://doi.org/10.1145/3411763.3441342

[24] Nadia El Bekri, Jasmin Kling, and Marco F. Huber. 2020. A Study on Trust in Black Box Models and Post-hoc Explanations. In 14th International
Conference on Soft Computing Models in Industrial and Environmental Applications (SOCO 2019) (Advances in Intelligent Systems and Computing),
Francisco Martínez Álvarez, Alicia Troncoso Lora, José António Sáez Muñoz, Héctor Quintián, and Emilio Corchado (Eds.). Springer International
Publishing, Cham, 35–46. https://doi.org/10.1007/978-3-030-20055-8_4

[25] H. Frluckaj, L. Dabbish, D. Widder, H. Qiu, and J. Herbsleb. 2022. Gender and Participation in Open Source Software Development. Proceedings of
the ACM on Human-Computer Interaction 6, CSCW2. https://doi.org/10.1145/3555190

[26] Nirit Glazer. 2011. Challenges with graph interpretation: a review of the literature. Studies in Science Education 47, 2 (Sept. 2011), 183–210.
https://doi.org/10.1080/03057267.2011.605307

[27] Samuel D Gosling, Peter J Rentfrow, and William B Swann. 2003. A very brief measure of the Big-Five personality domains. Journal of Research in
Personality 37, 6 (Dec. 2003), 504–528. https://doi.org/10.1016/S0092-6566(03)00046-1

[28] David Gunning, Mark Stefik, Jaesik Choi, Timothy Miller, Simone Stumpf, and Guang-Zhong Yang. 2019. XAI—Explainable artificial intelligence.
Science Robotics 4, 37 (Dec. 2019), eaay7120. https://doi.org/10.1126/scirobotics.aay7120

[29] P. A. Hancock, Theresa T. Kessler, Alexandra D. Kaplan, Kimberly Stowers, J. Christopher Brill, Deborah R. Billings, Kristin E. Schaefer, and
James L. Szalma. 2023. How and why humans trust: A meta-analysis and elaborated model. Frontiers in Psychology 14 (March 2023), 1081086.
https://doi.org/10.3389/fpsyg.2023.1081086

[30] Laura Hanu and Unitary team. 2020. Detoxify. https://github.com/unitaryai/detoxify
[31] Lucy Havens, Melissa Terras, Benjamin Bach, and Beatrice Alex. 2020. Situated Data, Situated Systems: A Methodology to Engage with Power

Relations in Natural Language Processing Research. In Proceedings of the Second Workshop on Gender Bias in Natural Language Processing, Marta R.
Costa-jussà, Christian Hardmeier, Will Radford, and Kellie Webster (Eds.). Association for Computational Linguistics, Barcelona, Spain (Online),
107–124. https://aclanthology.org/2020.gebnlp-1.10

[32] Robert R. Hoffman, Shane T. Mueller, Gary Klein, and Jordan Litman. 2019. Metrics for Explainable AI: Challenges and Prospects. http:
//arxiv.org/abs/1812.04608

[33] Jinglu Jiang, Surinder Kahai, and Ming Yang. 2022. Who needs explanation and when? Juggling explainable AI and user epistemic uncertainty.
International Journal of Human-Computer Studies 165 (2022), 102839. https://doi.org/10.1016/j.ijhcs.2022.102839

[34] Oliver P. John, Eileen M. Donahue, and Robert L. Kentle. 1991. The big five inventory—versions 4a and 54. Berkeley, CA: University of California,
Berkeley, Institute of Personality.

[35] Oliver P. John, Laura P. Naumann, and Christopher J. Soto. 2008. Paradigm shift to the integrative Big Five trait taxonomy: History, measurement,
and conceptual issues. In Handbook of personality: Theory and research, 3rd ed. The Guilford Press, New York, NY, USA, 114–158.

[36] Feridun Kaya, Fatih Aydin, Astrid Schepman, Paul Rodway, Okan Yetişensoy, and Meva Demir Kaya. 2022. The Roles of Personality Traits, AI
Anxiety, and Demographic Factors in Attitudes toward Artificial Intelligence. International Journal of Human–Computer Interaction 0, 0 (Dec. 2022),
1–18. https://doi.org/10.1080/10447318.2022.2151730

[37] H. A. Kissinger, E. Schmidt, and D. Huttenlocher. 2021. The Age of AI: And Our Human Future. John Murray Press.
[38] Bart P. Knijnenburg, Martijn C. Willemsen, Zeno Gantner, Hakan Soncu, and Chris Newell. 2012. Explaining the user experience of recommender

systems. User Modeling and User-Adapted Interaction 22, 4 (Oct. 2012), 441–504. https://doi.org/10.1007/s11257-011-9118-4
[39] Todd Kulesza, Margaret Burnett, Weng-Keen Wong, and Simone Stumpf. 2015. Principles of Explanatory Debugging to Personalize Interactive

Machine Learning. In Proceedings of the 20th International Conference on Intelligent User Interfaces (IUI ’15). Association for Computing Machinery,
New York, NY, USA, 126–137. https://doi.org/10.1145/2678025.2701399

[40] Todd Kulesza, Simone Stumpf, Margaret Burnett, and Irwin Kwan. 2012. Tell me more? the effects of mental model soundness on personalizing an
intelligent agent. In Proceedings of the SIGCHI Conference on Human Factors in Computing Systems (CHI ’12). Association for Computing Machinery,
New York, NY, USA, 1–10. https://doi.org/10.1145/2207676.2207678

[41] Todd Kulesza, Simone Stumpf, Margaret Burnett, Weng-Keen Wong, Yann Riche, Travis Moore, Ian Oberst, Amber Shinsel, and Kevin McIntosh.
2010. Explanatory Debugging: Supporting End-User Debugging of Machine-Learned Programs. In 2010 IEEE Symposium on Visual Languages and
Human-Centric Computing. IEEE, NWWashington, DC, USA, 41–48. https://doi.org/10.1109/VLHCC.2010.15

[42] Todd Kulesza, Simone Stumpf, Margaret Burnett, Sherry Yang, Irwin Kwan, and Weng-Keen Wong. 2013. Too much, too little, or just right? Ways
explanations impact end users’ mental models. In 2013 IEEE Symposium on Visual Languages and Human Centric Computing. IEEE, San Jose, CA,

Manuscript submitted to ACM

https://doi.org/10.48550/arxiv.1702.08608
https://doi.org/10.48550/arxiv.1702.08608
https://doi.org/10.1016/S1071-5819(03)00038-7
https://doi.org/10.48550/arXiv.2107.13509
https://doi.org/10.48550/arXiv.2002.01092
https://doi.org/10.48550/arXiv.2002.01092
https://doi.org/10.1145/3411763.3441342
https://doi.org/10.1007/978-3-030-20055-8_4
https://doi.org/10.1145/3555190
https://doi.org/10.1080/03057267.2011.605307
https://doi.org/10.1016/S0092-6566(03)00046-1
https://doi.org/10.1126/scirobotics.aay7120
https://doi.org/10.3389/fpsyg.2023.1081086
https://github.com/unitaryai/detoxify
https://aclanthology.org/2020.gebnlp-1.10
http://arxiv.org/abs/1812.04608
http://arxiv.org/abs/1812.04608
https://doi.org/10.1016/j.ijhcs.2022.102839
https://doi.org/10.1080/10447318.2022.2151730
https://doi.org/10.1007/s11257-011-9118-4
https://doi.org/10.1145/2678025.2701399
https://doi.org/10.1145/2207676.2207678
https://doi.org/10.1109/VLHCC.2010.15


User Characteristics in Explainable AI: The Rabbit Hole of Personalization? 19

USA, 3–10. https://doi.org/10.1109/VLHCC.2013.6645235
[43] Todd Kulesza, Simone Stumpf, Weng-Keen Wong, Margaret M. Burnett, Stephen Perona, Amy J. Ko, and Ian Oberst. 2011. Why-oriented

end-user debugging of naive Bayes text classification. ACM Transactions on Interactive Intelligent Systems 1, 1 (Oct. 2011), 2:1–2:31. https:
//doi.org/10.1145/2030365.2030367

[44] Todd Kulesza, Weng-Keen Wong, Simone Stumpf, Stephen Perona, Rachel White, Margaret M. Burnett, Ian Oberst, and Amy J. Ko. 2009. Fixing the
program my computer learned: barriers for end users, challenges for the machine. In Proceedings of the 14th international conference on Intelligent
user interfaces (IUI ’09). Association for Computing Machinery, New York, NY, USA, 187–196. https://doi.org/10.1145/1502650.1502678

[45] Benedikt Leichtmann, Christina Humer, Andreas Hinterreiter, Marc Streit, and Martina Mara. 2023. Effects of Explainable Artificial Intelligence on
trust and human behavior in a high-risk decision task. Computers in Human Behavior 139 (2023), 107539. https://doi.org/10.1016/j.chb.2022.107539

[46] Mengqi Liao, S. Shyam Sundar, and Joseph B. Walther. 2022. User Trust in Recommendation Systems: A comparison of Content-Based, Collaborative
and Demographic Filtering. In Proceedings of the 2022 CHI Conference on Human Factors in Computing Systems (CHI ’22). Association for Computing
Machinery, New York, NY, USA, 1–14. https://doi.org/10.1145/3491102.3501936

[47] Q. Vera Liao, Moninder Singh, Yunfeng Zhang, and Rachel Bellamy. 2021. Introduction to Explainable AI. In Extended Abstracts of the 2021
CHI Conference on Human Factors in Computing Systems (CHI EA ’21). Association for Computing Machinery, New York, NY, USA, 1–3. https:
//doi.org/10.1145/3411763.3445016

[48] Q. Vera Liao and Kush R. Varshney. 2022. Human-Centered Explainable AI (XAI): From Algorithms to User Experiences. https://doi.org/10.48550/
arXiv.2110.10790

[49] Brian Y. Lim and Anind K. Dey. 2009. Assessing demand for intelligibility in context-aware applications. In Proceedings of the 11th international
conference on Ubiquitous computing (UbiComp ’09). Association for Computing Machinery, New York, NY, USA, 195–204. https://doi.org/10.1145/
1620545.1620576

[50] Brian Y. Lim, Anind K. Dey, and Daniel Avrahami. 2009. Why and why not explanations improve the intelligibility of context-aware intelligent
systems. In Proceedings of the SIGCHI Conference on Human Factors in Computing Systems (CHI ’09). Association for Computing Machinery, New
York, NY, USA, 2119–2128. https://doi.org/10.1145/1518701.1519023

[51] Scott Lundberg and Su-In Lee. 2017. A Unified Approach to Interpreting Model Predictions. https://doi.org/10.48550/arXiv.1705.07874
[52] Jiaxin Mao, Yiqun Liu, Noriko Kando, Min Zhang, and Shaoping Ma. 2018. How Does Domain Expertise Affect Users’ Search Interaction and

Outcome in Exploratory Search? ACM Transactions on Information Systems 36, 4 (July 2018), 42:1–42:30. https://doi.org/10.1145/3223045
[53] Jim Mcbeath. 2011. Levels of Expertise. http://jim-mcbeath.blogspot.com/2011/12/levels-of-expertise.html Publication Title: Jim McBeath.
[54] R. R. McCrae and P. T. Costa. 1987. Validation of the five-factor model of personality across instruments and observers. Journal of Personality and

Social Psychology 52, 1 (Jan. 1987), 81–90. https://doi.org/10.1037//0022-3514.52.1.81
[55] Jeremy Miles. 2014. Tolerance and variance inflation factor. Wiley statsref: statistics reference online (2014). https://doi.org/10.1002/9781118445112.

stat06593 Publisher: Wiley Online Library.
[56] Martijn Millecamp, Nyi Nyi Htun, Cristina Conati, and Katrien Verbert. 2019. To explain or not to explain: the effects of personal characteristics

when explaining music recommendations. In Proceedings of the 24th International Conference on Intelligent User Interfaces (IUI ’19). Association for
Computing Machinery, New York, NY, USA, 397–407. https://doi.org/10.1145/3301275.3302313

[57] Martijn Millecamp, Nyi Nyi Htun, Cristina Conati, and Katrien Verbert. 2020. What’s in a User? Towards Personalising Transparency for Music
Recommender Interfaces. In Proceedings of the 28th ACM Conference on User Modeling, Adaptation and Personalization (UMAP ’20). Association for
Computing Machinery, New York, NY, USA, 173–182. https://doi.org/10.1145/3340631.3394844

[58] Tim Miller. 2019. Explanation in artificial intelligence: Insights from the social sciences. Artificial Intelligence 267 (Feb. 2019), 1–38. https:
//doi.org/10.1016/j.artint.2018.07.007

[59] Tim Miller, Piers Howe, and Liz Sonenberg. 2017. Explainable AI: Beware of Inmates Running the Asylum Or: How I Learnt to Stop Worrying and
Love the Social and Behavioural Sciences. http://arxiv.org/abs/1712.00547

[60] D. A. Norman. 1987. Some observations on mental models. In Human-computer interaction: a multidisciplinary approach. Morgan Kaufmann
Publishers Inc., San Francisco, CA, USA, 241–244. https://dl.acm.org/doi/10.5555/58076.58097

[61] Judea Pearl. 2009. Causality. Cambridge university press. https://doi.org/10.1017/CBO9780511803161
[62] Jeremy Petch, Shuang Di, and Walter Nelson. 2022. Opening the Black Box: The Promise and Limitations of Explainable Machine Learning in

Cardiology. Canadian Journal of Cardiology 38, 2 (Feb. 2022), 204–213. https://doi.org/10.1016/j.cjca.2021.09.004
[63] Anand Ranganathan, Anton Riabov, and Octavian Udrea. 2009. Mashup-based information retrieval for domain experts. In Proceedings of the 18th

ACM conference on Information and knowledge management (CIKM ’09). Association for Computing Machinery, New York, NY, USA, 711–720.
https://doi.org/10.1145/1645953.1646044

[64] Samuel Reeder, Joshua Jensen, and Robert Ball. 2023. Evaluating Explainable AI (XAI) in Terms of User Gender and Educational Background. In
Artificial Intelligence in HCI (Lecture Notes in Computer Science), Helmut Degen and Stavroula Ntoa (Eds.). Springer Nature Switzerland, Cham,
286–304. https://doi.org/10.1007/978-3-031-35891-3_18

[65] Marco Tulio Ribeiro, Sameer Singh, and Carlos Guestrin. 2016. "Why Should I Trust You?": Explaining the Predictions of Any Classifier. In Proceedings
of the 22nd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining (KDD ’16). Association for Computing Machinery, New
York, NY, USA, 1135–1144. https://doi.org/10.1145/2939672.2939778

[66] Marco Tulio Correia Ribeiro. 2023. lime. https://github.com/marcotcr/lime

Manuscript submitted to ACM

https://doi.org/10.1109/VLHCC.2013.6645235
https://doi.org/10.1145/2030365.2030367
https://doi.org/10.1145/2030365.2030367
https://doi.org/10.1145/1502650.1502678
https://doi.org/10.1016/j.chb.2022.107539
https://doi.org/10.1145/3491102.3501936
https://doi.org/10.1145/3411763.3445016
https://doi.org/10.1145/3411763.3445016
https://doi.org/10.48550/arXiv.2110.10790
https://doi.org/10.48550/arXiv.2110.10790
https://doi.org/10.1145/1620545.1620576
https://doi.org/10.1145/1620545.1620576
https://doi.org/10.1145/1518701.1519023
https://doi.org/10.48550/arXiv.1705.07874
https://doi.org/10.1145/3223045
http://jim-mcbeath.blogspot.com/2011/12/levels-of-expertise.html
https://doi.org/10.1037//0022-3514.52.1.81
https://doi.org/10.1002/9781118445112.stat06593
https://doi.org/10.1002/9781118445112.stat06593
https://doi.org/10.1145/3301275.3302313
https://doi.org/10.1145/3340631.3394844
https://doi.org/10.1016/j.artint.2018.07.007
https://doi.org/10.1016/j.artint.2018.07.007
http://arxiv.org/abs/1712.00547
https://dl.acm.org/doi/10.5555/58076.58097
https://doi.org/10.1017/CBO9780511803161
https://doi.org/10.1016/j.cjca.2021.09.004
https://doi.org/10.1145/1645953.1646044
https://doi.org/10.1007/978-3-031-35891-3_18
https://doi.org/10.1145/2939672.2939778
https://github.com/marcotcr/lime


20 Robert Nimmo, Marios Constantinides, Ke Zhou, Daniele Quercia, and Simone Stumpf

[67] Lloyd S. Shapley. 1951. Notes on the N-Person Game — II: The Value of an N-Person Game. Technical Report. RAND Corporation. https:
//www.rand.org/pubs/research_memoranda/RM0670.html

[68] Kacper Sokol and Peter Flach. 2018. Glass-box: explaining AI decisions with counterfactual statements through conversation with a voice-
enabled virtual assistant. In Proceedings of the 27th International Joint Conference on Artificial Intelligence (IJCAI’18). AAAI Press, 5868–5870.
https://doi.org/10.24963/ijcai.2018/865 Place: Stockholm, Sweden.

[69] Christopher J. Soto, Oliver P. John, Samuel D. Gosling, and Jeff Potter. 2011. Age differences in personality traits from 10 to 65: Big Five domains and
facets in a large cross-sectional sample. Journal of Personality and Social Psychology 100 (2011), 330–348. https://doi.org/10.1037/a0021717

[70] Laure Soulier, Lynda Tamine, and Wahiba Bahsoun. 2014. On domain expertise-based roles in collaborative information retrieval. Information
Processing & Management 50, 5 (Sept. 2014), 752–774. https://doi.org/10.1016/j.ipm.2014.04.002

[71] Simone Stumpf, Vidya Rajaram, Lida Li, Weng-Keen Wong, Margaret Burnett, Thomas Dietterich, Erin Sullivan, and Jonathan Herlocker. 2009.
Interacting meaningfully with machine learning systems: Three experiments. International Journal of Human-Computer Studies 67, 8 (Aug. 2009),
639–662. https://doi.org/10.1016/j.ijhcs.2009.03.004

[72] Simone Stumpf, Erin Sullivan, Erin Fitzhenry, Ian Oberst, Weng-Keen Wong, and Margaret Burnett. 2008. Integrating rich user feedback into
intelligent user interfaces. In Proceedings of the 13th international conference on Intelligent user interfaces (IUI ’08). Association for Computing
Machinery, New York, NY, USA, 50–59. https://doi.org/10.1145/1378773.1378781

[73] Mukund Sundararajan, Ankur Taly, and Qiqi Yan. 2017. Axiomatic Attribution for Deep Networks. In Proceedings of the 34th International
Conference on Machine Learning (Proceedings of Machine Learning Research, Vol. 70), Doina Precup and Yee Whye Teh (Eds.). PMLR, 3319–3328.
https://proceedings.mlr.press/v70/sundararajan17a.html

[74] Maxwell Szymanski, Martijn Millecamp, and Katrien Verbert. 2021. Visual, textual or hybrid: the effect of user expertise on different explanations.
In 26th International Conference on Intelligent User Interfaces (IUI ’21). Association for Computing Machinery, New York, NY, USA, 109–119.
https://doi.org/10.1145/3397481.3450662

[75] Mohammad Tahaei, Marios Constantinides, Daniele Quercia, Sean Kennedy, Michael Muller, Simone Stumpf, Q Vera Liao, Ricardo Baeza-Yates, Lora
Aroyo, Jess Holbrook, and others. 2023. Human-Centered Responsible Artificial Intelligence: Current & Future Trends. In Extended Abstracts of the
2023 CHI Conference on Human Factors in Computing Systems. 1–4. https://doi.org/10.1145/3544549.3583178

[76] Kyosuke Takami, Brendan Flanagan, Yiling Dai, and Hiroaki Ogata. 2023. Personality-based tailored explainable recommendation for trustworthy
smart learning system in the age of artificial intelligence. Smart Learning Environments 10, 1 (2023), 65. https://doi.org/10.1186/s40561-023-00282-6
Publisher: Springer.

[77] Nava Tintarev, Matt Dennis, and Judith Masthoff. 2013. Adapting Recommendation Diversity to Openness to Experience: A Study of Human
Behaviour. In User Modeling, Adaptation, and Personalization (Lecture Notes in Computer Science), Sandra Carberry, Stephan Weibelzahl, Alessandro
Micarelli, and Giovanni Semeraro (Eds.). Springer, Berlin, Heidelberg, 190–202. https://doi.org/10.1007/978-3-642-38844-6_16

[78] Nava Tintarev and Judith Masthoff. 2007. A Survey of Explanations in Recommender Systems. In 2007 IEEE 23rd International Conference on Data
Engineering Workshop. IEEE, Istanbul, Turkey, 801–810. https://doi.org/10.1109/ICDEW.2007.4401070

[79] Marko Tkalcic and Li Chen. 2015. Personality and Recommender Systems. In Recommender Systems Handbook, Francesco Ricci, Lior Rokach, and
Bracha Shapira (Eds.). Springer US, Boston, MA, 715–739. https://doi.org/10.1007/978-1-4899-7637-6_21

[80] Thi Ngoc Trang Tran, Alexander Felfernig, Viet Man Le, Thi Minh Ngoc Chau, and Thu Giang Mai. 2023. User Needs for Explanations of
Recommendations: In-depth Analyses of the Role of Item Domain and Personal Characteristics. In Proceedings of the 31st ACM Conference on User
Modeling, Adaptation and Personalization (UMAP ’23). Association for Computing Machinery, New York, NY, USA, 54–65. https://doi.org/10.1145/
3565472.3592950

[81] Ryen W. White, Susan T. Dumais, and Jaime Teevan. 2009. Characterizing the influence of domain expertise on web search behavior. In Proceedings
of the Second ACM International Conference on Web Search and Data Mining (WSDM ’09). Association for Computing Machinery, New York, NY, USA,
132–141. https://doi.org/10.1145/1498759.1498819

[82] Xin Yan, Dawei Song, and Xue Li. 2006. Concept-based document readability in domain specific information retrieval. In Proceedings of the 15th
ACM international conference on Information and knowledge management (CIKM ’06). Association for Computing Machinery, New York, NY, USA,
540–549. https://doi.org/10.1145/1183614.1183692

Manuscript submitted to ACM

https://www.rand.org/pubs/research_memoranda/RM0670.html
https://www.rand.org/pubs/research_memoranda/RM0670.html
https://doi.org/10.24963/ijcai.2018/865
https://doi.org/10.1037/a0021717
https://doi.org/10.1016/j.ipm.2014.04.002
https://doi.org/10.1016/j.ijhcs.2009.03.004
https://doi.org/10.1145/1378773.1378781
https://proceedings.mlr.press/v70/sundararajan17a.html
https://doi.org/10.1145/3397481.3450662
https://doi.org/10.1145/3544549.3583178
https://doi.org/10.1186/s40561-023-00282-6
https://doi.org/10.1007/978-3-642-38844-6_16
https://doi.org/10.1109/ICDEW.2007.4401070
https://doi.org/10.1007/978-1-4899-7637-6_21
https://doi.org/10.1145/3565472.3592950
https://doi.org/10.1145/3565472.3592950
https://doi.org/10.1145/1498759.1498819
https://doi.org/10.1145/1183614.1183692

	Abstract
	1 Introduction
	2 Related Work
	2.1 Transparency, Understanding, and Explanations
	2.2 User Characteristics and Personalization
	2.3 Research Gap

	3 Methods
	3.1 Prototype
	3.2 Participants
	3.3 Study Task
	3.4 Data Collection and Analysis

	4 Results
	4.1 Participants Statistics
	4.2 Correlations Between Variables
	4.3 Impact of User Characteristics on Outcome Measures

	5 Discussion
	5.1 Limitations
	5.2 Previous Work on User Characteristics
	5.3 Future Research Challenges

	6 Reproducibility
	7 Author Positionality Statement
	8 Conclusion
	References

